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Abstract Analyzing a long simulation and a set of seasonal reforecasts of the Climate Forecast System
version 2 (CFSv2), this study demonstrates a large model cold bias in the deep soil layer (100–200 cm)
over most of North America continent during summer due to weaker seasonal change in summer. The
summer subsurface temperature (SUBT) cold bias influences the land surface temperature (LST) during the
summer and subsequent seasons in different ways over different geographical regions in North America:
West of the RockyMountains, the SUBT's effect on LST is largely overruled by the stronger upstreammarine
influence from the Pacific. Over the central Great Plains, however, it is a major cause for severe cold LST
bias during summer in the model simulation and reforecasts. As a result, model underestimates sensible
heat flux into the atmosphere but overestimates latent heat flux. The latter may contribute to an excessive
summer rainfall in the region. Over the northeast region, the SUBT cold bias persists to August and
September, which causes an additional surface cooling in the fall and helps to bring LST to the freezing
point early. This sets up the stage for a prolonged snow‐albedo feedback. In particular, the model long
simulation that passes through previous summer and fall demonstrates longer persistence of snow
cover over the northeast region than reforecasts initialized in late winter and spring do. A cold bias
of the water temperature in the North Atlantic seems also to play a role to prolong cold bias in the
northeast region.

1. Introduction

Despite the significant improvement in representing the physical processes that produce land surface prop-
erties in state‐of‐the‐art general circulation models, including snow, heat fluxes, land surface temperature
(LST), soil moisture, and vegetation, a number of systematic biases and uncertainties of these properties per-
sist (Douville, 2010; Dutra et al., 2011; Kim & Wang, 2007; Koster et al., 2004, 2011; Santanello et al., 2018;
Seneviratne et al., 2006, 2010; van den Hurk et al., 2011, 2012). The inadequate representation of essential
processes determining the propagation of information through the hydrological cycle in the general
circulation models, as well as insufficient observations that are used to initialize land surface models, is a
major cause for large bias in the mean climate and inaccurate evolution of interannual variations, which
inevitably affects the prediction skill of air temperature, precipitation, and other surface properties
(Delworth & Manabe, 1989; Douville, 2010; Guo et al., 2006; Koster et al., 2010, 2011; Koster &
Suarez, 2003; Roesch, 2006; Roundy et al., 2014; Seneviratne et al., 2010; Shukla et al., 2019).

It has long been recognized that the interaction between snow cover and atmosphere can affect the funda-
mental climate in winter through positive snow‐albedo feedback (Dickinson, 1983). The soil moisture
anomalies generated by the abnormal snow melting process in the spring can also affect the climate in
the following summer through its prolonged hydrologic effect (Barnett et al., 1988; Broxton et al., 2017;
Cohen & Rind, 1991; Foster et al., 1983; Furtado et al., 2015; Hahn & Shukla, 1976; Shukla & Mintz, 1982;
Yasunari et al., 1991). However, the influence of land subsurface soil temperature (SUBT) on climate and
its variability has been less discussed in state‐of‐the‐art coupled general circulation models until recently
(e.g., Shukla et al., 2019). A few studies studied the SUBT influence using atmospheric general circulation
model (AGCM) and regional climate mode (Mahanama et al., 2008; Fan, 2009; Wu & Zhang, 2014; Xue
et al., 2012, 2016, 2018). Using an AGCM forced with prescribed climatological annual cycle of sea surface
temperature (SST), Mahanama et al. (2008) conducted experiments with specified or interactive SUBT to
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explore the influence of subsurface soil temperature variability on the variability of air temperature. They
found that interactive subsurface soil temperature significantly increases surface air temperature variability
in most regions. Using the Weather Research and Forecasting model, Wu and Zhang (2014) found that the
SUBT feedback plays an important role in amplifying summer surface air temperature variability over the
arid/semiarid regions of East Asia, but its influence on precipitation variability is weaker. Using observa-
tional data sets, Xue et al. (2012, 2016) found that springtime LST/SUBT anomaly in the northwest
United States is significantly correlated with the summer rainfall and temperature changes in the
Southern Plains. They confirmed this relationship using AGCM simulations, demonstrating the existence
of a long‐distance delayed effect from the land temperature in the western United States to the seasonal
climate in the southeast. Using an AGCM and a regional climate model, Xue et al. (2018) further explored
the relationship between spring LST/SUBT anomalies over the western high‐elevation areas in North
America and East Asia and late spring/summer droughts or floods in their downstream regions.

Many previous studies have used the National Centers for Environmental Prediction (NCEP) Coupled
Forecast System version‐2 (CFSv2; Saha et al., 2014) to evaluate the seasonal prediction and simulation of
El Niño–Southern Oscillation, Asian summer monsoon and other important atmospheric and oceanic pro-
cesses in the reforecasts and long‐term simulations (Peng et al., 2012; Shukla & Huang, 2015; Dirmeyer &
Halder, 2017; Shukla et al., 2017; Huang et al., 2017; Broxton et al., 2017; Shukla, Huang, Dirmeyer, &
Kinter, 2019, Shukla, Huang, Dirmeyer, Kinter, Shin, & Marx, 2019, and papers cited therein). Using
NCEP CFSv2 Reanalysis and Reforecast (CFSRR; Saha et al., 2014), He et al. (2016, 2018) demonstrated that
CFSv2 reproduces the spatial distribution of snow cover fraction (SCF) climatology in April at 0 lead month
and snow water equivalent (SWE) during spring for a lead time of 1–3 months in Eurasia. As lead time
increases, the model depicts excessive bias of SCF and SWE over Eurasia. Our previous study (Shukla,
Huang, Dirmeyer, & Kinter, 2019) demonstrated that CFSv2 produces excessive snow cover and water
equivalent, as well as surface albedo in Eurasia throughout spring due to an overactive snow‐albedo feed-
back. The excessive snow amount and its corresponding cold bias in LST also prolong the spring snow
melting to early summer, which significantly influences the model‐simulated summer climate state in
Eurasia. More recently, Shukla, Huang, Dirmeyer, Kinter, Shin, and Marx (2019) further showed that
CFSv2 underestimates the amplitude of seasonal cycle in the deep soil temperature in 100–200 cm, resulting
in a severe cold SUBT bias during summer in western Eurasia although its winter bias is relatively small.
This systematic error of the summer SUBT can influence the subsequent seasonal transition and perpetuates
the surface climate state significantly. Specifically, as the solar radiation reduces quickly in early fall, the
persistent cold bias in the model's deep soil temperature causes a faster temperature reduction in the upper
soil layer and may bring LST down to freezing point early in western Eurasia. As a result, early snow falling
on the ground does not melt but start accumulating.

We believe that these error sources (i.e., excessive snow‐albedo feedback and summer SUBT cold bias) as
identified in Shukla, Huang, Dirmeyer, Kinter, Shin, and Marx (2019) and Shukla, Huang, Dirmeyer, &
Kinter (2019) originate from inadequate treatment of land model physics, which may also have similar
effects in other major continental areas. Therefore, it is useful to examine what potential influences these
error sources may have on the climate state in North America, another large landmass in the Northern
Hemisphere. There have been some previous studies examining the influences of land‐atmosphere interac-
tion on seasonal prediction in the United States. Analyzing CFSRR, Roundy et al. (2014) demonstrated the
importance of correctly characterizing land‐atmosphere interactions in order to produce accurate and
consistent forecasts for intense droughts years in the United States. They found that land‐atmosphere
coupling in CFSRR tends toward a wet regime for most areas of the contiguous United States except for
the southwest, where a large increase in dry coupling occurs during drought years. Broxton et al. (2017)
found that CFSRR initialized in winter (e.g., on 1 January) depicts more SWE in April–June than reforecasts
made later (e.g., on 1 April) do. Correspondingly, the earlier forecasts show larger cold bias than the later
ones. They attributed these biases to model deficiencies in treating subscale physical processes in the
atmospheric (e.g., radiative transfer) and/or land (e.g., snow parameterization) components in CFSv2.

In this paper, we systematically explore the influences of SUBT on LST and snow properties in the subre-
gions of North America using a long CFSv2 simulation and a set of seasonal reforecasts. We found that, in
contrast to the large landmass in Eurasia, where the land surface and subsurface condition is a predominant
factor, the narrower dimensions of North America adapt the SUBT influence differently in different regions.
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In the northeast region, the cold bias of SUBT at 100–200 cm depth from July to September affects the snow
properties (e.g., SCF) in the following October to November, initiating an excessive snow‐albedo feedback in
winter. This largely conforms to the SUBT influence in Eurasia. Moreover, a marine influence from the
neighboring North Atlantic may also play a role since the near‐freezing water temperature due to a cold
SST bias may be another factor for delayed snowmelting over the northeast region fromApril to June in long
simulation. Over the Central Great Plains, the cold bias of SUBT from deep soil layer to upper soil layer may
cause the regional LST bias during summer. Further to the west, however, the impact of SUBT is largely
negligible due to the stronger upstream marine influence from the Pacific.

The remainder of this paper is organized as follows. Section 2 briefly describes the NCEP CFSv2, the experi-
mental design, and verification data,sets. Section 3 presents mean state bias in spring and summer over
North America in a long model simulation. Section 4 describes a possible cause for delayed snow melting
from March to June over the northeast region, and early appearance of snow cover and excessive snow
amount on the ground in this area during October and November. Section 5 describes distinct responses
of LST and snow properties to SUBT in the three subregions of North America. Summary and discussion
are given in section 6.

2. Model Description, Experimental Design, and Observational Data Sets

The coupled general circulation models used in this study is NCEP CFSv2 (Saha et al., 2014), which includes
atmospheric, oceanic, sea ice, and land components. The atmospheric component has a spectral horizontal
resolution of T126 (roughly equivalent to a 105‐km grid spacing) and 64 vertical levels in a hybrid
sigma‐pressure coordinate. The oceanic component is the Geophysical Fluid Dynamics Laboratory
Modular Ocean Model (MOM) version 4 (MOM4; Griffies et al., 2004), which is configured for the global
ocean with a horizontal grid of 0.5° × 0.5° poleward of 30°S/30°N and meridional resolution increasing gra-
dually to 0.25° between 10°S and 10°N (nominally referred to as 0.5° resolution). Vertically, it has 40 levels in
a z coordinate, with 27 levels within the upper 400 m and the maximum depth at approximately 4.5 km. The
sea ice component is a three‐layer global interactive dynamical sea‐ice model with predicted fractional ice
cover and thickness (Winton, 2000). The land surface component is the Noah land surface model. Directly
coupled to the atmospheric component, the Noah land surface model is a computationally efficient model
of intermediate complexity for use in operational weather and seasonal prediction models (Ek et al., 2003).

In this study, we produced a 50‐year simulation using a revised version of CFSv2 (Huang et al., 2015), which
was initialized from the Climate Forecast System Reanalysis (CFSR, Saha et al., 2010), initial conditions of
atmosphere, land, sea ice, and ocean at 00Z, 1 January 1980 with a fixed greenhouse gas level for 2000
(Shukla et al., 2017). For the analysis, we have used the last 30 years of the 50‐year simulation and compared
the 30‐year climatology of model simulation with the CFSR climatology derived from the same number of
years (1979–2008).

In addition, we have used a set of 9‐month ensemble reforecasts using the revised version of CFSv2 from
initial conditions at the beginning of each month from January to May for the 30‐year period of
1979–2008. All reforecasts are integrated to the end of September. To sample uncertainty in the ocean initial
state, the ocean component was initialized with four different sets of ocean initial conditions: NCEP CFSR
(Saha et al., 2010), NCEP Global Ocean Data Assimilation System (Behringer, 2005), European Centre for
Medium‐RangeWeather Forecasts (ECMWF) Ocean Reanalysis System 3 (ORA‐S3) (Balmaseda et al., 2008),
and ECMWF Comprehensive Modeling of the Earth System for Better Climate Prediction and Projection
(COMBINE‐NV; Balmaseda et al., 2013). Four ensemble members were generated for each ocean initial
condition using the instantaneous atmospheric and land surface initial conditions at 0000 UTC of the first
4 days from CFSR. The total number of ensemble members is 16 for each initial month. Although the
reforecasts are initialized in every month from January to May, we will concentrate on the results from
the February and May initialized reforecasts (FIR and MIR hereafter; see Shukla, Huang, Dirmeyer,
Kinter, Shin, & Marx, 2019) as representative of the typical initial states for winter and late spring.

The monthly gridded surface temperature and subsurface soil temperature in four layers (0–10, 10–40,
40–100, and 100–200 cm) from CFSR are used for the period of 1979–2008 (Saha et al., 2010). We have also
used monthly SWE (kg/m2) from the Global Land Data Assimilation System, version 2.0, (GLDAS‐2.0) for
2000–2016 at a resolution of 0.25° latitude by 0.25° longitude (Rodell et al., 2004). Radiation fluxes, SCF,
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and surface albedo are available from the Clouds and the Earth's Radiant Energy System (Wielicki
et al., 1996) Energy Balanced and Filled (CERES‐EBAF) data set for the recent period (2001–2015) at
1° × 1° resolution. The surface sensible and latent heat flux data for 1979–2007 are converted from the
European Centre for Medium‐Range Forecasts Interim Re‐Analysis (ERA‐Interim; Dee et al., 2011) on the
spectral resolution of T255. Gridded monthly temperature, wind (u, v), and geopotential height (H) at
various levels from CFSR are also used. We have employed monthly means based on the instantaneous
prognostic fields at 00Z in both the CFSv2 simulation and reanalysis.

For quantitative model‐data comparison, both model and observational fields are interpolated onto a com-
mon 1° × 1° grid. We have tested the statistical significance of the bias (i.e., model minus reanalysis) patterns
by a pointwise Student's t test. The biases discussed in this paper are statistically significant above the 99%
confidence level at most of the centers of action.

3. Mean State and Biases During Spring and Summer Season in
CFSv2 Simulation

In this section, we discuss the characteristic features of LST (obtained bymasking out ocean points from skin
temperature model output), rainfall, 850 hPa‐winds, H850 and SUBT at 0–10 cm and 100–200 cm over North
America (NA) during spring and summer in the simulation. Figure 1 shows the seasonal mean LST in CFSR
(Figure 1a) and CFSv2 simulation (Figure 1b) for March–May mean (MAM). The corresponding model
biases (CFSv2 minus CFSR) are given in Figure 1c. Qualitatively, the model captures the main spatial distri-
bution of the reanalysis LST pattern, including colder temperature to the northeast region (NER; hereafter)
between 55°N to 75°N and warmer temperature in the southwest region between 15°N and 35°N. The model
also captures the LST gradient between the southwest and northeast regions. Quantitatively, the model
depicts large cold bias of 5–9 °C in NER mainly between 44°N and 58°N, 85°W and 62°W (outlined by the
green box in Figure 1c that include Maine, northern region of New York, Vermont, New Hampshire and
Ontario, Quebec, central eastern Canada). CFSv2 also simulates spatial distribution of SCF in the northern
region reasonably well (Figures 1d and 1e) but overestimates SCF up to 40% to 60% over NER, mainly
between 45°N and 60°N (Figure 1f). Consistent with the bias of SCF, the model simulation depicts large
positive bias in surface albedo (SA) ranging from 0.25 to 0.40 over NER (Figure 1i).

Due to the large cold bias near the surface over NER (Figure 1c), the model underestimates the 850 hPa
geopotential heights (H850; Figure S1c in the supporting information) for 20–30 gpm over NER and in the
northern Atlantic between 45°N and 60°N during MAM, where the model depicts large cold SST bias (not
shown). Because of geostrophic balance between wind and geopotential height gradient, the large bias in
H850 in turn contributes to a positive bias in 850 hPa winds of 1.2–2.4 m/s over NER (Figure S1f). The loca-
tion of the wet rainfall bias (Figure S1i) over the central Great Plains is located southward in comparison to
lager positive bias in lower level (850 hPa, Figure S1f) and middle‐to‐upper level (500 and 200 hPa; not
shown) westerly winds.

The CFSv2 simulation (Figures 2b, 2e, and 2h) captures the main spatial distribution of reanalysis
(Figures 2a, 2d, and 2g) LST and SUBT (0–10 and 100–200 cm) patterns over NA, including the LST gradient
between northern and southern regions in the seasonal mean of July–September (JAS). The model demon-
strates a large cold LST bias up to 9 °C over the central Great Plains between 35°N and 48°N, 108°W and
88°W (outlined by the red box in Figure 2c that include Minnesota, Iowa, Missouri, Nebraska, North
Dakota, South Dakota, and eastern portion of Montana, Wyoming, Colorado, Kansas and northern portion
of New Mexico, Oklahoma, Arkansas). Consistent with this cold bias of LST, the model also depicts large
cold bias in SUBTs at 0–10 cm (Figure 2f) and 100–200 cm (Figure 2i) over the central Great Plains up to
9 °C. On the other hand, the model shows a cold bias at deep soil layer (100–200 cm) up to 2–5 °C over
NER and the magnitude of its LST cold bias is less (~0.5 to 1 °C) there. It is noticeable that model simulation
depicts less bias in LST and upper soil temperature in comparison to the deep soil temperature bias in NER.

The model demonstrates a wet rainfall bias over the central Great Plains up to 1.8 mm/day during July–
September (Figure S2i). The centers of the large wet rainfall bias and large cold bias are both over the central
Great Plains. This is also the region where cold biases from SUBTs at 0–10 to 100–200 cm are large. The
model also depicts large negative bias of surface sensible heat flux (SSHF; Figure S3b) about 25 W/m2 over
the central Great Plains during summer due to large cold bias. The magnitude of positive bias of surface
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latent heat flux (SLHF; Figure S3d) is about 25 W/m2 over the Central Great Plains. The ratio between
sensible and latent heat fluxes over the central Great Plains is much less than one in simulation, which
indicates moist surface during summer. We have also found underestimate of SSHF and overestimate of
SLHF over the central Great Plains in FIR, MIR (not shown), and also in the CFSRR February and May
(Saha et al., 2014; http://cfs.ncep.noaa.gov) initialized reforecasts (not shown). We will discuss in detail
the influence of SUBT on the LST in different subregions of NA during summer in section 5.

4. Sensitivity of Spring and Summer Simulation to Initial Conditions

We will now discuss how the magnitudes and spatial structures of bias in LST, SCF, SA, and SUBT at four
layers vary in the simulation, FIR and MIR. Qualitatively, the simulation (Figure 3b) and FIR (Figure 3d)
are able to reproduce reanalysis (Figure 3a) LST gradient between the northeast (mainly between 55°N
and 75°N) and southwest (mainly between 35°N and 50°N) regions in March. Quantitatively, the simulation
depicts large cold bias of 7–9 °C (Figure 3c) over NER although the magnitude of cold bias in FIR (Figure 3e)
is smaller (2–3 °C) there. The difference of the cold bias magnitudes in the simulation and the reforecasts
suggests that the bias starts to grow from the initial states and may take several years to be saturated. In
June, the simulation depicts cold LST bias up to 5 °C (Figure 3h) over the central Great Plain although
the magnitude of the corresponding cold bias in FIR (up to 2 °C; Figure 3j) and MIR (up to 0.5 °C;
Figure 3l) is much less. FIR (Figure 3j) depicts warm bias by 1–2 °C in June over most of the northern

Figure 1. Spatial distributions of the climatological seasonal mean MAM LST (°K) in (a) CFSR, (b) CFSv2 simulation, and (c) climatological LST biases relative to
CFSR over the North America continent. The scale for the magnitude for climatology (bias) of LST is shown at the left (right) of these panels. (d and e) As in
(a) and (b) but for MAM SCF. (f) As in (c) but for MAM SCF bias. The scale for the magnitude for climatology (bias) of SCF is shown below these panels. (g and h) As
in (a) and (b) but for MAM surface albedo (SA). (i) As in (c) but for MAM SA bias. The scale for the magnitude for climatology (bias) of SA is shown below
these panels. The dotted regions indicate the statistically significant at 99% confidence level based on a Student's t test in (c).
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Pacific, Alaska, and western Canada. MIR (Figure 3l) depicts even larger warm bias (up to 7 °C) in these
areas, as well as the western United States. From early spring to early summer, a cold bias prevails in LST
over NER in the simulation. However, the magnitude of the cold bias is smaller in June (Figure 3h) than
in March (Figure 3c).

To examine the roles played by the snow properties in sustaining the LST bias, first we examine SCF and SA
over the NA region. Based on CERES‐EBAF and GLDAS‐2.0 products (Figure S4), the establishments of the
stable snow cover over NA region occurs in October over western coast of NA (Figure S4a) mainly between
60°N and 75°N and snowmelt starts in April. Qualitatively, the simulation captures the transition of snow
properties (establishment and disappearance period of snow cover) over the NA region (not shown).
Quantitatively, it overestimates SCF in October for up to 60% over NER between 65°N and 75°N
(Figure 4a). During November and December, the simulation overestimates SCF for up to 70% between
45°N and 60°N, 90°W and 75°W (Figures 4b and 4c). The dominant center of SCF biases also shifts south-
eastward from October to December. For example, the location of maximum SCF bias in NER shifts from
57°N in November to 45°N in December. During the snow‐melting season, the simulation depicts a positive
SCF bias ranging from 50 to 70% over NER from April to June. During this period, FIR depicts less positive
bias of SCF over NER (Figures 4i–4m). For example, FIR (Figure 4m) only overestimates SCF by 10–20% over
NER in June while the simulation depicts a 30–50% overestimate there (Figure 4h). Furthermore, the SCF
bias in MIR is negligible during June (Figure 4o) because the MIR integration does not pass the winter sea-
son. The model simulation (not shown) captures the development and transitions of SWE over the NA
region as the reanalysis (Figure S4i–S4p) does but overestimates the SWE amount over NER from October
to subsequent June (Figure S5). The magnitude of SWE bias in the simulation is larger than that in FIR

Figure 2. Spatial distributions of climatological seasonal mean JAS LST (°K) in (a) CFSR, (b) CFSv2 simulation, and (c) climatological LST biases relative to
CFSR over the North America continent. The scale for the magnitude for climatology (bias) of LST is shown at the left (right) of these panels. (d)–(f) As in (a)–(c) but
for JAS subsurface soil temperature (SUBT) at 0–10 cm. (g)–(i) As in (a)–(c) but for JAS SUBT at 100–200 cm. The dotted regions in bias map indicate the
statistically significant at 99% confidence level based on a Student's t test.
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(Figure S5). Consistent with the biases of SCF and SWE, the simulation also depicts large positive SA bias in
NER for up to 0.4 (Figure S6a–S6h) and FIR (Figure S6i–S6m) for up to 0.25.

It is found that the pattern of the SCF simulation bias relative to CFSR is similar to that relative to
CERES‐EBAF and, as expected, the magnitude of SCF bias is slightly lower in the former than in the

Figure 3. Spatial distributions of March climatology of LST in (a) CFSR, (b) CFSv2 simulation, and (c) climatological march LST biases relative to CFSR over the
North America. The scale for the magnitude for climatology (bias) of LST is shown at the left (below) of these panels. (d) and (e) As in (b) and (c) but for
MAR FIR. (f)–(h) As in (a)–(c) but for June climatology of LST in model simulation. (i) and (j) As in (g) and (h) but for Jun FIR. (k) and (l) As in (g) and (h) but for
Jun MIR. The dotted regions in bias map indicate the statistically significant at 99% confidence level based on a Student's t test.
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Figure 4. Spatial distributions of monthly snow cover fraction (SCF; %) climatological biases relative to CERES‐EBAF SCF (OBS) in CFSv2 simulation for
(a) October, (b) November, (c) December, (d) February, (e) March, (f) April, (g) May, and (h) June over the North America continent. Monthly SCF climatological
biases relative to CERES‐EBAF SCF in FIR for (i) February, (j) March, (k) April, (l) May, and (m) June. Monthly SCF climatological biases relative to
CERES‐EBAF SCF in MIR for (n) May and (o) June.
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latter. It is also notable that FIR depicts negligible bias in the first month of reforecasts because the CFSv2
model is initialized with CFSR initial conditions. From April to June, the structure of the SCF bias in FIR
and the simulation relative to CFSR is similar to each other but the former is still somewhat weaker in
magnitude throughout the reforecasts (not shown).

Overall, the model simulation overestimates SCF, SWE, and SA during early winter (November–December)
and from midspring to early summer (April–June) over NER where large cold LST bias also exists in these
seasons. What is the possible cause of slow and delay snow melting over the NER of NA during April–
June in simulation in comparison to FIR? To explore the cause for delayed snow melting over the NER in
the simulation, we have displayed monthly climatological bias of LST in the simulation (Figures 5e–5h)
and FIR (Figures 5i–5l) from February to May. It should be noticed that, in addition to the LST bias, the con-
tour of the freezing temperature (273.15 °K) is a good indicator of the sustainable snow on the ground. The
locations of the freezing temperature are shown for CFSR (red line; Figures 5a–5d), the simulation (black
line; Figure 5e–5h) and FIR (black line; Figures 5i–5l). The cold LST bias in the simulation is larger than
in FIR over NER from February to May. The cold SST bias in the northern Atlantic Ocean (AO) is larger

Figure 5. Spatial distribution of monthly climatological CFSR LST (oK) in (a) February, (b) March, (c) April, and (d) May over the North America. The scale for the
magnitude for LST in °K is shown at the left of these panels. Spatial distributions of the monthly climatological LST bias relative to CFSR in model simulation
for (e) February, (f) March, (g) April, and (h) May. The scale for the magnitude of bias for LST in °K is shown at the right of these panels. Both red and black lines in
all the panels depict 273.15 °K (freezing temperature) for CFSR (red line) and model simulation (black line). (i)–(l) As in (e)–(h) but for FIR. The dotted
regions indicate the statistically significant at 99% confidence level based on a Student's t test in (e‐l).
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in simulation (Figures 5f–5h) than FIR (Figures 5j–5l) during March to May. It is necessary to mention that
the freezing temperature in both CFSR and FIR is located at almost identical location during February and
March over NER (Figures 5i–5j) whereas a discrepancy in location of freezing temperature line between the
simulation and CFSR (Figures 5e–5f) is found over the northern AO. In the simulation, the location of freez-
ing temperature is northeastward mainly over the northern AO between 50°N and 60°N, whereas its loca-
tion is close to CFSR over land. We have reconfirmed this bias in the location of freezing temperature
over the northern AO using the NOAA OISST v2 and the simulated SST (Figures S7m–S7p) from
February toMay, as well as in comparison to FIR (Figures S7q–S7t). A drastic change in the location of freez-
ing temperature in CFSR is observed during May when it moves quickly northward over NER in comparison
to its location in March due to response to solar heating (Figure 5d). Its location in FIR (Figure 5i) is slightly
southward in comparison to CFSR in May (Figure 5d) and difference in location between CFSR and FIR is
the region where FIR overestimates SCF duringMay. On the other hand, we found large disagreement in the
location of freezing temperature contour between the simulation (Figures 5g–5h and Figures S7o and S7p)
and CFSR (Figures 5c and 5d and Figures S7g and S7h) during April and May over NER. It is found that
the freezing temperature contour in simulation is still over the northern AO. This may be an important cause
for larger biases in snow properties over NER in the simulation than in FIR.

Why does CFSv2 produce early and fast growth of SCF over NER from October to December in simulation?
To explore the possible causes for early and fast increase of SCF over NER in the simulation, we display
monthly climatological LST in CFSR (Figures 6a–6e) and the corresponding model biases (Figures 6f–6j)
during July–November. The model simulation reproduces the main features of the CFSR LST during these
months but underestimates the LST by 4 to 9 °C (Figures 6f–6j) except in Alaska and western central Canada
in July and August (Figures 6f and 6g). The locations of freezing temperature contours in CFSR (red line)
and the simulation (black line) are almost identical over the northern region during July and August
(Figures 6f and 6g). In September, the location of the freezing line in simulation is located slightly more
southward than in CFSR (Figure 6h). A dramatic feature is found during October in the simulation
(Figure 6i) when the model's freezing line moves quickly southward in NER from 67°N in September to near
50°N. The location of CFSR's freezing line is northward to its location in the simulation. It is necessary to
note that the southward shift in the location of freezing line in the simulation during October and
November is just over land (Figures 6i and 6j). Since LST reaches the freezing point earlier over NER in
the simulation than in CFSR, new snow falling on the frozen ground cannot melt and starts to accumulate
in the model. These results suggest that the positive snow‐albedo feedback starts earlier in the model simu-
lation than in nature over the NER of NA (see Shukla, Huang, Dirmeyer, & Kinter, 2019 for similar features
over the western Eurasia). Therefore, the simulation overestimates SCF in early winter and probably total
snow amount throughout the winter. This leads to the prolonged melting processes in late spring and early
summer. This scenario easily explains the differences among FIR,MIR, and the simulation because FIR does
not experience the early startup of the snow‐albedo feedback in the previous fall as the simulation does.
Starting from May, MIR is not affected by the model snow‐albedo feedback process at all.

5. Influence of Subsurface Soil Temperature on the LST

In this section, we discuss the cumulative influence of SUBT on LST over different subregions of the NA con-
tinent, and a possible relationship between net surface heat flux and SUBT. We first discuss the monthly cli-
matology of SUBT at all layers in CFSR (Figures S8a–S8l) and simulation, and then the corresponding model
biases (CFSv2 minus CFSR; Figures 7a–7l). A strong meridional gradient of SUBT at all layers between
southern and northern regions of NA is found in CFSR during July–September (Figure S8a–S8l). The simu-
lation reproduces this gradient at all layers qualitatively (not shown). The locations of freezing temperature
line in monthly climatological variations of SUBT at 0–10 and 10–40 cm (Figures S8a–S8f; red line) are
almost the same as in LST (Figures 6a–6c) over northern region of NA in CFSR. The model simulation also
reproduces qualitatively the locations of freezing temperature line at 0–10 and 10–40 cm (Figures S8a–S8f;
black line). A northeastward shift in freezing temperature at 100–200 cm from July to September is found
in CFSR (Figures S8j–S8l; red line), whereas its location in simulation at deep soil layer (Figures S8j–S8l;
black line) is always southward in comparison to CFSR. The spatial structure and magnitude of the SUBT
cold bias at 0–10 cm (Figures S9e and S9f) and 10–40 cm (Figures S9h and S9i) during May–June over
NER are similar to the LST bias there (Figures S9b and S9c). During April and May, the model depicts
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warm bias at deep soil layer over the northern region (Figures S9m and S9n). Themagnitude of cold biases at
upper soil layer in June (Figure S9f) over NER is larger in comparison to deep soil layer (Figure S9o). The
large cold bias in upper soil layer in June is related to the large cold LST bias due to the overestimated SCF.

During July–September, the SUBT at 100–200 cm has a noticeably smaller seasonal change in the model
simulation in comparison to CFSR, resulting in a large cold bias during summer up to 4–6 °C over most
of the North America continent (Figures 7j–7l), although its winter SUBT at 100–200 cm is realistic. The
influence of cold bias of SUBT from deep to upper soil layers on LST is different over the subregions of
NA continent (e.g., the central Great Plains, the western USA and the NER of NA). The simulation depicts
large cold bias of SUBT at 0–10 cm up to 9 °C over the central Great Plains (Figure 7a, outlined by red box).

Figure 6. Spatial distribution of monthly climatological CFSR LST (°K) in (a) Jul, (b) August, (c) September, (d) October, and (e) November over the North America
continent. The scale for the magnitude for LST in °K is shown at the left of these panels. Spatial distributions of the monthly climatological LST bias relative
to CFSR in model simulation for (f) July, (g) August, (h) September, (i) October, and (j) November. The scale for the magnitude of bias for LST in °K is shown at the
right of these panels. Both red and black lines in all the panels depict 273.15 °K (freezing temperature) for CFSR (red line) and model simulation (black line).
The dotted regions indicate the statistically significant at 99% confidence level based on a Student's t test in (f)–(j).
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Themagnitude of this cold bias is similar from upper to deep soil layer (100–200 cm) from July to September.
To explore the cause of the LST cold biases (Figure 2c), Figure 8 shows the area‐averaged climatological LST
and SUBT at four layers over the central Great Plains in CFSR, the simulation, FIR and MIR (Figures 8a, 8c,
and 8e). The corresponding differences (model‐CFSR) are also displayed in Figures 8b, 8d, and 8f,
respectively. Qualitatively, the model is able to capture the evolution of LST and SUBT in simulation and
reforecasts. Quantitatively, the model depicts cold bias up to 6.0 °C at all the SUBT layers from upper to
deep soil layers from July to September. During winter season, the simulation depicts warm bias up to
1.0 °C at 10–40 cm (green line, Figure 8b), 40–100 cm (red line, Figure 8b), and 100–200 cm (blue line,
Figure 8b), whereas a cold bias up to 2.0 °C is found for SUBT at 0–10 cm (black line, Figure 8b). The
magnitude of LST bias (purple line, Figure 8b) is less in comparison to SUBT biases from July to
September. In the reforecasts, the model bias is generally small in the first month of integration and
grows as the forecast month increases. Furthermore, we have found that, although the magnitude of LST
is nearly equal to the SUBT bias at all layers in February in FIR, the magnitude of cold SUBT bias during
July–September is larger (up to 5.0 °C) than the LST bias (up to 2.5 °C) (Figure 8d). Therefore, the rate of
increase of cold SUBT bias at all layers from February to September in FIR is larger than the increase rate
of the cold LST bias. This increase of cold SUBT and LST biases is also found in MIR (Figure 8f) from
May to September. From July to September, CFSv2 also depicts wet bias in the central Great Plains in
both simulation and FIR. MIR also depicts wet rainfall bias over the central Great Plains but its

Figure 7. Spatial distributions of monthly SUBT at 0–10 cm climatological biases relative to CFSR in CFSv2 simulation for (a) July, (b) August, and (c) September
over the North America continent. The scale for magnitude for SUBT bias in °K is shown at the right of these panels. The red line (black line) denotes 273.15 °K
in CFSR (model simulation) SUBT at 0–10 cm. (d)–(f) As in (a)–(c) but for SUBT at 10–40 cm. (g)–(i) As in (a)–(c) but for SUBT at 40–100 cm. (j)–(l) As in
(a)–(c) but for SUBT at 100–200 cm. The dotted regions indicate the statistically significant at 99% confidence level based on a Student's t test.
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magnitude is less than in the simulation and FIR (not shown). We may conclude that severe cold bias from
upper (0–10 cm) to deep soil layer (100–200 cm) over the central Great Plains in model is one of the possible
causes for large cold bias during July–September in both the simulation and reforecasts. As a result, the ratio
between sensible and latent heat fluxes is much less than the one in simulation during summer. The latter
may also contribute to an excessive summer rainfall over the central Great Plains.

The magnitude of cold bias from July to September at upper soil layer (0–10 cm; Figures 7a–7c) over NER
(outlined by green box in Figure 7) is much smaller than the cold bias in previous May and June
(Figures S9e and S9f). The cause of less cold bias in upper soil layer during summer may also be related to
less cold LST bias because of the response to the solar heating. Quantitatively, the model simulation depicts
large cold LST bias up to 5 to 6 °C during February to May over the NER but less cold bias up to 2 °C during
July to September over the NER (purple line, Figure 9b). Model simulation depicts large cold bias up to

Figure 8. (a) The area averaged monthly climatological SUBT over the central Great Plains (outlined by the red box in Figure 7; 35‐48°N, 253–271°E) at 0–10 cm
(black line), 10–40 cm (green line), 40–100 cm (red), 100–200 cm (blue), and LST (purple line). The solid line indicates the CFSR and long dashed line indicates
the CFSv2 simulation. (b) The area average of climatological bias between CFSv2 and CFSR over the (CFSv2‐CFSR) for 0–10 cm (black line), 10–40 cm (green line),
40–100 cm (red line), 100–200 cm (blue line), and LST (purple line). (c) As in (a) but for FIR. (d) As in (b) but for FIR. (e) As in (a) but for MIR. (f) As in (b) for MIR.
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6.5 °C at upper soil layer during May to June but less cold bias up to 2.7 °C during August to September
(black line, Figure 9b), whereas model deep soil layer depicts warm bias up to 1.0 °C over the NER during
February to April but large cold bias up to 4.0 °C during August to September (blue line, Figure 9b). The
magnitude of cold deep soil temperature bias over the NER is larger in comparison to the upper one
during August and September in simulation (Figure 9b). The difference in cold bias between deep soil
layer and upper soil layer is larger in FIR (Figure 9d) in comparison to simulation (Figure 9b). Consistent
with our results over western Eurasia in CFSv2 simulation (Shukla, Huang, Dirmeyer, & Kinter, 2019), it
is found that when the solar radiation reduces quickly in the early fall, the cold SUBT bias at 100–200 cm
in the NER during August–September causes additional cooling to the upper soil layer and helps to bring
LST to the freezing point early in model simulation, which provides a favorable condition for excessive

Figure 9. (a) The area averagedmonthly climatological SUBT over the northeast region of North America (outlined by the
green box in Figure 7; 44‐58°N, 275–298°E) at 0–10 cm (black line), 10–40 cm (green line), 40–100 cm (red), 100–200 cm
(blue), and LST (purple line). The solid line indicates the CFSR and long dashed line indicates the CFSv2 simulation.
(b) The area average of climatological bias between CFSv2 and CFSR over the (CFSv2‐CFSR) for 0–10 cm (black line),
10–40 cm (green line), 40–100 cm (red line), 100–200 cm (blue line), and LST (purple line). (c) As in (a) but for FIR. (d) As
in (b) but for FIR. (e) As in (a) but for MIR. (f) As in (b) but for MIR.
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SCF (Figures 4a–4c) in the subsequent October to November. Therefore, the intensity of deep soil tempera-
ture bias is a factor in determining the magnitude of the LST bias. To further explore the impact of late
summer SUBT at 100–200 cm on early winter condition, we have selected five anomalous cold and warm
years based on normalized interannual time series of SUBT at 100–200 cm during mean of July to
September (JAS) over the NER in simulation. Figure S10a displays the difference between composite of cold
and warm year SUBT at 100–200 cm during JAS, it depicts cooling over the NER. The composite analysis of
SUBT 0–10 cm (Figure S10b) and LST (Figure S10c) also depict cooling in the following October. The
simulated freezing temperature line during October in the cold years is located southwestward than its
location in the warm years at SUBT 0–10 cm and LST. There is also a positive difference in SCF over there
between cold and warm years (Figure S10d). Using the same analysis on CFSR does not show the same
relationship (Figures S10e–S10h).

The oceanic influence may be dominant over western region of NA due to stronger upstream marine influ-
ence from the Pacific. This raises a question: Is there any impact of SUBT on LST over the western USA? To
answer this question, the area average of climatological LST and SUBT over the western USA (outlined by
the yellow box in Figure 7 that include California, Nevada, Oregon, and western portion of Washington
and Idaho) is made in CFSR and model (Figures 10a, 10c, and 10e) and its corresponding differences are dis-
played in Figures 10b, 10d, and 10f. The magnitude of cold bias in simulation over the western United States
is around 2 °C during January to December (Figure 10b, purple line), whereas model depicts large cold bias
at all SUBT layers during June to August in comparison to LST bias. Model reforecasts also depicts large cold
SUBT bias during summer in comparison to LST (Figures 10d and 10f). The magnitude of LST bias is almost
same during winter, spring, and summer in simulation (around −2.0 °C; Figure 10b), FIR (around −0.4 °C;
Figure 10d), andMIR (around 1.0 °C; Figure 10f). But, a sharp transition in the SUBT from upper to deep soil
layer bias over the western United States is found during winter to summer in simulation and reforecasts. It
may be possible that the impact of SUBT on LST over the western United States is negligible in simulation,
FIR, and MIR due to stronger upstream marine influence from the Pacific.

To explore the relationship between surface net heat flux on subsurface transport between upper soil layer to
deep soil layer, the climatological difference between SUBT at 100–200 cm and SUBT at 0–10 cm in CFSR is
displayed in Figures 11a–11f) over the NA during May to October and corresponding model simulation
biases (simulation minus reanalysis) are given in Figures 11g–11l. From May to September (Figures 11a–
11e), heat is generally transferred downward within the soil over the NER because the deep soil layer is
colder than the upper soil layer. The direction of heat transfer is revered in October (Figure 11f). In May
(Figure 11g) and June (Figure 11h), the model depicts less cold gradient over the northeastern region; main
cause for it is smaller temperature difference in simulation than that in CFSR because of delay in snowmelt-
ing over the NER. From August to September, the model has negative temperature bias over there in simu-
lation (Figures 11j and 11k), FIR (Figures S11d and S11e) and MIR (Figures S11i and S11j); one possible
cause for it is the large negative downward temperature gradient in model than in CFSR. Therefore, from
summer to early fall, the model upper soil layer loses more heat to deep soil layer in simulation than CFSR.

The climatological bias of net surface heat flux from May to October between the simulation and observa-
tions is shown in Figures 11m–11r as described in Shukla, Huang, Dirmeyer, Kinter, Shin, and
Marx (2019) and Shukla, Huang, Dirmeyer, and Kinter (2019). The land surface is generally gaining more
heat from the atmosphere in the simulation than in CFSR over NA from 35°N to 52°N during June–
August. One possible cause is excessive solar radiation reaching the land surface due to inadequate cloud
cover. This seems to compensate for the heat loss from the upper soil layer to the deep soil layer. As the
net surface heat flux becomes negative in September at the same time when heat is transferred from the
upper to deep soil layers, a rapid cooling of the upper soil layer is expected. During May and June, the model
has a large negative bias of net energy over NERmainly between 55°N and 75°N, whichmay be related to the
bias in surface SHF (Figures S12a and S12b) and net shortwave radiation (Figures S12m and S12n). The
cause of net shortwave radiation bias is the excessive SCF and its SA over NER. The bias in surface SHF is
mainly due to the large cold bias in LST over NER.

We have performed additional calculations using surface temperature from the Climatic Research Unit at
the University of East Anglia (CRU 3.21; Harris et al., 2014). The CRU surface temperature data set is based
on objective analysis of station observations and thus independent of model‐based reanalysis products. One
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issue preventing us frommaking such comparison directly in the first place is the fact that our model output
is the instantaneous field at 00Z while the station‐based analyses are daily averages. As a result, the
difference between the model output and the observations would be dominated by the diurnal change,
that is, the difference between daily averages and the value at local time corresponding to 00Z. As an
alternative, we had employed monthly means based on the instantaneous prognostic fields at 00Z in the
CFSR (Saha et al., 2010) for the comparison. For this purpose, we have applied a three‐step evaluation
procedure to compare our model results with the station‐based analysis indirectly. First, we calculated the
bias of the monthly mean LST based on the daily average of 6‐hourly instantaneous values (i.e., 00Z, 06Z,
12Z, and 18Z) in the NCEP CFSv2 Reanalysis and Reforecast (CFSRR) FIR (Saha et al., 2014; http://cfs.
ncep.noaa.gov) with respect to the surface temperature from CRU 3.21 (Figure sS13a–S13f) over the NA

Figure 10. (a) The area averaged monthly climatological SUBT over the western America (outlined by the yellow box in
Figure 7; 33‐48°N, 235–247°E) at 0–10 cm (black line), 10–40 cm (green line), 40–100 cm (red), 100–200 cm (blue),
and LST (purple line). The solid line indicates the CFSR, and the long dashed line indicates the CFSv2 simulation. (b) The
area average of climatological bias between CFSv2 and CFSR over the (CFSv2‐CFSR) for 0–10 cm (black line),
10–40 cm (green line), 40–100 cm (red line), 100–200 cm (blue line), and LST (purple line). (c) As in (a) but for FIR. (d) As
in (b) but for FIR. (e) As in (a) but for MIR. (f) As in (b) but for MIR.
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continent. Second, the bias analysis was repeated with monthlymeans based on the daily average of 6‐hourly
instantaneous values (i.e., 00Z, 06Z, 12Z, and 18Z) in the NCEP CFSv2 FIR and the CFSR (Saha et al., 2010)
(Figures S13g–S13l). Our premise is that, if the CFSRR bias with respect to CRU 3.2.1 is similar to that with

Figure 11. (a–f) Spatial distribution of the climatological difference between SUBT at 100–200 cm and SUBT 0–10 cm in CFSR from May to October over the
North America continent. The corresponding model biases are given in Figures 11g–11l. The spatial distributions of monthly net‐energy‐at‐surface climatological
biases relative to observation in model simulation during May to October are shown in Figures 11m–11r.
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respect to CFSR, the CFSv2 FIR bias with respect to CFSR presented in the paper should also be realistic.
Given this premise is true, as the third step, we can conduct the bias analysis with monthly means based
on the instantaneous prognostic fields at 00Z in both the revised version of CFSv2 FIR and the CFSR
(Figures S13m–S13r). Our results validated this premise. In fact, we found that the spatial structures of
monthly LST bias in the NCEP CFSv2 FIR are similar to those obtained using CRU 3.21 (Figures S13a–
S13f) and reanalysis (Figures S13g–S13l). Both feature the cold bias in the eastern part of NA, as well as
Alaska and western Canada. To some extent, the spatial structure and magnitude of LST biases at 00Z in
both the FIR and reanalysis (Figures S13m–S13r) are similar to those computed based on the daily average
of 6‐hourly instantaneous values (i.e., 00Z, 06Z, 12Z, and 18Z) and using CRU 3.21, although a mild warm
bias appears in the northern latitudes from late spring to early summer.

6. Summary and Discussion

This study investigates the potential impact of deep soil temperature anomalies on the LST during the sum-
mer and subsequent seasons over different geographical regions in the NA continent (e.g., the central Great
Plains, the NER of NA and the western United States). For this purpose, we have used a 30‐year simulation
and a set of reforecasts initialized in February and May for period 1979–2008 using a revised version of
CFSv2. Our results demonstrate that the model depicts large cold bias at deep soil temperature (100–
200 cm) during summer over most of the NA continent. This seasonal bias originates from a remarkably
weaker seasonal warming from spring to summer in themodel deep soil layer than in observations, although
its winter SUBT at 100–200 cm is realistic. The large cold bias in upper soil layer during spring over NER is
partly due to an overactive snow‐albedo feedback.

Our results demonstrate that themodel captures the spatial distribution of reanalysis LST pattern reasonably
during spring but depicts large cold bias of 5–9 °C in NER. The simulation also overestimates SCF up to 40%
to 70% over NER during spring. Magnitude of SCF bias is larger in simulation in comparison to FIR during
March–June. One possible cause for the delayed and slow snow melting in the simulation during March–
June over NER in comparison to FIR is discrepancy in location of freezing temperature line between the
simulation and the CFSR over the northern AO. During April and May, freezing temperature line in the
simulation is still over the northern AO whereas its location is only over land in CFSR and FIR.

Our results demonstrate three distinct evolutions of deep soil temperatures and their influences on the sur-
face temperature in the subregions of the NA continent, the western region, the central Great Plains, and the
northeast during summer in the simulation and reforecasts, which are given below:

(i) The model simulation produces excessive snow cover over NER during October to December. The loca-
tions of maximum SCF bias shift southeastward during October–December. It may be due to a southward
expansion of the frozen ground from September to October in the simulation in comparison to CFSR. As
a result, new snow falling on the frozen ground cannot melt and the snow‐albedo feedback occurs earlier
in the simulation. The model depicts large cold bias at upper soil layer during spring over NER whereas
warm bias is found in deep soil layer in simulation. During August–September, the model depicts less cold
bias in upper soil layer as it warms up in response to solar heating whereas model deep soil layer has a
noticeably smaller seasonal change than the CFSR, resulting in a large cold bias during summer in compar-
ison to the upper one. FIR also depicts large cold bias at deep soil layer in comparison to upper one. As the
solar radiation reduces quickly in the early fall, the cold deep soil temperature causes additional cooling in
upper soil layer and helps to bring LST to the freezing point early over NER, which allows early snow to
accumulate on ground and sets up the stage for a prolonged snow‐albedo feedback. As a result, excessive
snow cover and cold LST bias persist in this region throughout the winter and spring. Model depicts warm
bias in the climatological difference between SUBT at 100–200 cm and SUBT at 0–10 cm over NER in May
and June. One of important cause for it is small temperature difference in simulation than that in CFSR
because of delay in snow melting. From August to September, the model has negative biases over NER in
simulation and reforecasts; it is due to large negative downward temperature gradient in model than in
CFSR. The land surface is generally gainingmore heat from the atmosphere in simulation than in CFSR over
NER during June to August. It may compensate the heat loss from the upper soil layer to the deeper layer.

(ii) During summer, the model simulation depicts cold bias up to 6.0 °C at all the SUBT layers over the cen-
tral Great Plains during July–September whereas the magnitude of cold bias at all SUBT layers is around

10.1029/2019JD031899Journal of Geophysical Research: Atmospheres

SHUKLA AND HUANG 18 of 20



4.0 °C for FIR and 2.5 °C for MIR. The magnitude of cold LST bias is less in comparison to magnitude of the
cold SUBT bias in the simulation and reforecasts over the central Great Plains during JAS. Model demon-
strates a wet rainfall bias over the central Great Plains in simulation and reforecasts during JAS. Model also
depicts large negative bias of SSHF bias and positive bias of SLHF over the central Great Plains during JAS.
The latter may also contribute to an excessive summer rainfall during JAS. We may conclude that due to
large cold bias from upper soil layer to deep soil layer together over the central Great Plains in simulation
and FIR, model may depict large cold bias there.

(iii) The magnitude of LST bias over the western United States is nearly the same in simulation (−2.0 °C),
FIR (around −0.4 °C) and MIR (around 1.0 °C) during winter, , and summer, whereas large cold bias is
found during summer in SUBT from upper soil layer to deep soil layer in the simulation and reforecasts.
A sharp transition in cold bias is also found during spring to summer in SUBT. It is possible that the impact
of SUBT on LST over the western USA is negligible in the simulation and reforecasts because oceanic influ-
ence is dominant in this region due to stronger upstream marine influence from the Pacific.

The results of this paper provide importance of deep subsurface conditions in the in state‐of‐the‐art coupled
general circulation model.
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